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Psychologists increasingly recommend experimental analysis of mediation. This is a step in the right direction because mediation analyses based on nonexperimental data are likely to be biased and because experiments, in principle, provide a sound basis for causal inference. But even experiments cannot overcome certain threats to inference that arise chiefly or exclusively in the context of mediation analysis—threats that have received little attention in psychology. The authors describe 3 of these threats and suggest ways to improve the exposition and design of mediation tests. Their conclusion is that inference about mediators is far more difficult than previous research suggests and is best tackled by an experimental research program that is specifically designed to address the challenges of mediation analysis.
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A common criticism of experiments is that they reveal but do not explain causal relationships. Consider experimental demonstrations that social rejection causes aggressive behavior (DeWall, Twenge, Gitter, & Baumeister, 2009). Does the effect occur because rejection makes people angry, because it makes them more likely to perceive others’ actions as hostile, or for other reasons? Such a question implies a search for mediators, variables that transmit the causal effects of other variables. Mediation analysis has a long history in the natural and social sciences (Blau & Duncan, 1967; Fisher, 1935; Lazarsfeld, 1955), but it is now more common in psychology than in any other discipline. The best-known article on the subject, by Baron and Kenny (1986), is the most frequently cited article in the history of the Journal of Personality and Social Psychology, and mediation analysis is now almost mandatory for new social-psychology manuscripts (Quiñones-Vidal, López-Garcia, Peñaranda-Ortega, & Tortosa-Gil, 2004).

Because of its prominence, mediation analysis has attracted more than the usual amount of scrutiny. The method advanced by Baron and Kenny (1986), although still widely used, has been subject to a host of criticisms that have led to refinements (e.g., Mathieu & Taylor, 2006; Maxwell & Cole, 2007; McDonald, 1997; Shrout & Bolger, 2002). Some critics, going further, champion experimental methods of mediation analysis on the ground that they permit stronger conclusions about mediation (Spencer, Zanna, & Fong, 2005; Stone-Romero & Rosopa, 2008; see also Aronson, Wilson, & Brewer, 1998, p. 105).

These are important developments, but they leave unresolved fundamental concerns about mediation analysis that increasingly animate statisticians (e.g., Robins, 2003; Rubin, 2005). For reasons explained below, applications of the Baron-Kenny method and other nonexperimental methods are likely to produce biased estimates of mediation effects. But even experiments cannot overcome certain threats to inference that arise only in the context of mediation analysis or that are especially problematic in that context. The accuracy of experimental mediation analysis depends on the ability of experimenters to manipulate one mediator without manipulating others. Even when experimenters succeed in targeting a particular mediator, their estimates of indirect effects typically apply to an unknown subset of subjects in their sample. And when the effects of treatments and mediators vary among subjects within a sample, even experimental designs can misstate the extent of mediation.

These problems are striking because they arise even in settings that are very favorable to mediation analysis: experiments in which both a treatment and a mediator are manipulated. Persistent threats to inference do not imply that mediation analysis is hopeless, but they do imply that impediments to understanding mediation are fundamental, rather than the consequences of particular statistical procedures or research designs. In practice, it is often impossible to draw conclusions about mediation without invoking strong and untestable assumptions. And even when these assumptions are invoked, the data requirements for persuasive mediation analysis typically entail drawing on numerous studies. Throughout this article, we therefore urge readers to think of mediation analysis as a cumulative enterprise. Persuasive conclusions about mediation are difficult to reach under any circumstances, but they are most likely to be reached when they derive from an experimental research program that addresses the particular challenges of mediation analysis—challenges that we describe here.
We proceed as follows. Using a minimal amount of formal notation, we explain why regression models applied to nonexperimental data are likely to produce biased estimates of mediation effects. We then consider experimental designs for mediation analysis. Although some limitations of these designs have been discussed before (e.g., Spencer et al., 2005; Kenny, 2008, p. 356), we focus on issues that have received little attention, drawing on recent developments in statistics. To minimize technical exposition, the statistical arguments that we advance are backed up by proofs that we present in the Supplemental Materials. We are not breaking new ground with respect to proofs and derivations. As we note later, all of the technical ideas that we present may be found elsewhere. Our aim is to show the practical relevance of these abstract statistical arguments and to offer recommendations for the design and presentation of mediation analysis.

Mediation Analyses With Unmanipulated Mediators Are Prone to Bias

Many multi-equation regression methods have been proposed to test whether one variable mediates the effect of another. (See MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002, for an overview.) Our criticism in this section applies to each of these “measurement-of-mediation” methods (Spencer et al., 2005, p. 846), but for simplicity of exposition, we focus on the well-known method proposed by Baron and Kenny (1986, p. 1177). Like many other measurement-of-mediation designs, it is based on three linear equations:

\[ M_i = \alpha_1 + aX_i + e_{i1}, \]  
\[ Y_i = \alpha_2 + cX_i + e_{i2}, \text{ and} \]  
\[ Y_i = \alpha_3 + dX_i + bM_i + e_{i3}, \]  

where \( i \) indexes subjects in the sample; \( Y_i \) is a dependent variable; \( X_i \) is an independent variable; \( M_i \) is a potential mediator of the independent variable; and \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are intercepts. \( e_{i1}, e_{i2}, \) and \( e_{i3} \) are mean-zero error terms that represent the cumulative effect of omitted variables; for example, \( e_{i1} \) represents the effect on \( M_i \) of variables other than \( X_i \). To sidestep the question of whether \( X \) truly causes \( Y \), we assume throughout this article that \( X \) is randomly assigned.

The coefficients of interest are \( a, b, c, \) and \( d \). The effect of \( M \) on \( Y \) is \( b \). The total effect of \( X \) on \( Y \) is \( c \). The direct effect of \( X \) on \( Y \) is \( d \). The indirect (“mediated”) effect of \( X \) on \( Y \) is \( ab \) or, equivalently, \( c - d \).

In the absence of sampling variability, the estimator of \( b \) used in applications of the Baron-Kenny procedure equals

\[ b = \frac{\text{cov}(e_1, e_3)}{\text{var}(e_1)}, \]

and the estimator of \( d \) equals

\[ d = \frac{\text{cov}(e_1, e_3)}{\text{var}(e_1)}, \]

where \( \text{cov}(e_1, e_3) \) is the covariance of \( e_1 \) and \( e_3 \), and \( \text{var}(e_1) \) is the variance of \( e_1 \). The upshot is that the estimator of \( b \) is biased: Even in infinitely large samples, it equals the true value of \( b \) plus an additional quantity. The estimator of \( d \) is biased, too: It equals the true value of \( d \) minus an additional quantity. The estimators of \( b \) and \( d \) yield accurate results only when these additional quantities equal zero (i.e., only when \( e_1 \) and \( e_3 \) do not covary).\(^1\)

In practice, \( e_1 \) and \( e_3 \) are almost certainly to covary. If an unobserved variable affects both \( M \) and \( Y \), it will be reflected in both error terms, causing those error terms to covary. Even if no unobserved variable affects both \( M \) and \( Y \), the error terms may covary if \( M \) is merely correlated with an unobserved variable (e.g., another mediator). This warning has been issued before by those who write about mediation analysis (e.g., Judd & Kenny, 1981, p. 607; MacKinnon et al., 2002, p. 100), but it seems to have escaped the attention of the mainstream of the discipline. As Kenny (2008, p. 356) put it, many scholars “either do not realize that they are conducting causal analyses or they fail to justify the assumptions that they have made.” (See also James, 2008; Muller, Judd, & Yzerbyt, 2005; Stone-Romero & Rosopa, 2008)\(^2\)

Part of the problem seems to lie with a common intuition that, even if one is not experimentally manipulating a mediator, bias in mediation analysis is less likely if the independent variable is randomized. This is incorrect. Random assignment of \( X \) can ensure that \( X \) bears no systematic relationship to \( e_1 \) or \( e_3 \), but it says nothing about whether \( M \) or \( Y \) are systematically related to these error terms and thus nothing about whether mediation analyses are biased. This warning does not appear in Baron and Kenny (1986) or in most subsequent work on mediation. But it appears clearly in a rarely cited predecessor, which argues that what would come to be known as the Baron-Kenny method is “likely to yield biased estimates of causal parameters . . . even when a randomized experimental research design has been used” (Judd & Kenny, 1981, p. 607, emphasis in original).

Baron-Kenny estimates are prone not only to bias but to bias of the sort that overstates the extent of mediation. To see why, recall the bias term in the Baron-Kenny estimator of \( b \) is \( \text{cov}(e_1, e_3)/\text{var}(e_1) \). If this term shares the sign of \( b \) if it is positive where \( b \) is positive, or negative where \( b \) is negative—Baron-Kenny esti-

---

1 Baron and Kenny (1986) do not index \( X, M, Y \), or error terms by individuals (i), as we do here. This is a difference in notation, not substance. Subscripts will prove useful below, when we discuss the possibility that the true values of \( a \) and \( b \) vary across members of a sample.

2 In keeping with standard practice, we assume throughout this article that applications of the Baron-Kenny procedure use ordinary least squares (i.e., linear regression) estimators of the parameters in Equations 1–3. Use of different estimators in nonexperimental mediation research will not cure the problem of bias but may change the bias from \( \text{cov}(e_1, e_3)/\text{var}(e_1) \) to some other quantity.

3 Stepping back from mediation analysis to the more general problem of regression, estimators tend to be biased when one controls for variables that are affected by the treatment, as users of the Baron-Kenny method do when they control for \( M \) in a regression of \( Y \) on \( X \). This “post-treatment bias” is the subject of a well-developed literature in statistics (e.g., Rosenbaum, 1984), but it has largely escaped the attention of those who conduct mediation analysis. At root, it is one instance of an even more general rule: Regression estimates are unbiased only if the independent variables in the regression equations are independent of the error terms. And in most cases, the only way to ensure that \( M \) is independent of the error term is to randomly assign its values. By contrast, “the benefits of randomization are generally destroyed by including post-treatment variables” that have not been manipulated (Gelman & Hill, 2007, p. 192).
mates of \( b \) are inflated. In practice, this quantity usually shares the sign of \( b \), because factors other than \( X \) that affect \( M \) also affect \( Y \) in the same direction. For example, the effect of parents’ income (\( X \)) on children’s income (\( Y \)) may be mediated by children’s education (\( M \)): Wealthier parents purchase better schooling for their children, which in turn increases children’s income. Many omitted variables are likely to influence children’s education and income in the same direction: Proximity to good schools, parents’ attitudes toward education, returns to education in the job market, and government education policies all fit this description. Omitting any of these variables from a mediation analysis tends to bias the analysis in favor of finding mediation effects, and the more numerous the omitted variables, the greater the bias is likely to be. The same is true of most mediation analyses: It is easy to think of variables that are likely to affect mediators and dependent variables in the same way, nearly impossible to measure and control for all of them.

The many improvements on the method of Baron and Kenny (1986) cannot protect researchers from making biased estimates of mediation effects when error terms covary, as is likely when \( X \) is randomly assigned but \( M \) is not. Techniques adapted for time-series panel data (e.g., Maxwell & Cole, 2007) remain just as prone to bias due to unoboservables that covary with the treatment. Bootstrapping and other small-sample methods (e.g., MacKinnon, Lockwood, & Williams, 2004) produce better standard errors for estimates that remain biased. Of course, some causal processes are more complex than the one described by Equations 1–3. For example, an independent variable may have multiple mediators, and the possibility of feedback in causal chains is often of interest. Recent decades have seen the development of structural equation modeling techniques to grapple with these complexities. These techniques have the virtue of modeling measurement error in sophisticated ways, but as several authors have pointed out (Luijben, 1991; Tomarken & Waller, 2005; Iacobucci, 2008), they do not resolve the problem of bias in mediation analysis caused by omitted variables. Nor do they address the substantial problems of mediation analysis that we describe in the next section.

Omitted-variables bias is the reason why scholars increasingly recommend experimental manipulation of mediators (e.g., Spencer et al., 2005; Stone-Romero & Rosopa, 2008; see also Aronson et al., 1998, p. 105). This is a step in the right direction: Experimental manipulation can ensure that mediators are uncorrelated with other variables, and in principle, it can generate unbiased estimates of direct and indirect effects. But it also invokes several subtle and potentially problematic assumptions, to which we now turn.

### Practical and Conceptual Obstacles to Experimental Mediation Analysis

Nothing is new about the assertion that experiments make for better causal inference than observational studies. In Equation 3, for example, experimental manipulation of \( M \) permits unbiased estimation of \( h \), the effect of \( M \) on \( Y \). But to date, experimental recommendations have understated some conceptual difficulties of mediation analysis, three of which we consider here. First, analyses in which a mediator is experimentally manipulated will be inaccurate unless the experimental intervention affects only the mediator in question, and no other mediators. Second, experimental mediation analyses produce estimates of indirect effects that typically apply to only an unknown subset of subjects. Third, if subjects in a sample are differently affected by changes in \( X \) and \( M \), even experiments that successfully manipulate a single mediator may produce inaccurate estimates of indirect causal effects. As we explain below, none of these difficulties can be framed as a simple matter of unobserved variables. The first two difficulties apply to all experimental analyses (rather than to just experimental mediation analyses), but they apply with special force to mediation analysis. And the third difficulty has no analog to problems that arise outside the study of mediation.4

To get a feel for the depth of these problems, consider the work of Bolger and Amarel (2007), who offer an elegant example of experimental mediation analysis. From previous research, they knew that social support often fails to reduce recipients’ stress when it is “visible” (i.e., perceived as intended support; Bolger, Zuckerman, & Kessler, 2000). They hypothesized that the effect of visible support on stress reduction is mediated by recipients’ sense of efficacy: When people in stressful situations receive support that they perceive as an attempt to help, their sense of efficacy generally does not increase; if it did, visible support might succeed in reducing stress. To manipulate subjects’ feelings of efficacy, Bolger and Amarel had confederates speak to subjects who had been placed in a demanding achievement-related situation. (Subjects, all undergraduates, expected to give a speech that would be evaluated by an audience of graduate students.) They found that visible support was more likely to reduce stress when confederates spoke in an efficacy-promoting way and less likely to reduce stress when confederates spoke in an efficacy-diminishing way. The finding lends credence to their claim that efficacy mediates the effect of visible support. In general, the approach exemplified by Bolger and Amarel deserves much wider use. But its promise should be set against several important limitations.

First, experimental estimates of indirect effects are accurate only if the experimental interventions affect just the mediator in question and no other mediator. This requirement has been noted before in passing (e.g., Spencer et al., 2005, p. 847), but we wish to draw attention to several related points that have not been previously discussed in print.

Strong justification for the assumption that an experimental intervention is targeting a particular mediator can usually be had only when the intervention is specifically designed to affect the mediator, as with Bolger and Amarel’s (2007) careful use of confederates’ statements to promote or diminish their subjects’ feelings of efficacy. But even this is no guarantee. For example, if confederates’ statements also affect subjects’ moods, and if mood also mediates the relation between visible support and stress reduction, the assumption will be violated, and estimates of the effect of efficacy will be contaminated by the effect of mood.

Of course, a version of this problem applies to all experimental analyses: If experimental interventions are to produce meaningful

---

4 In their nuanced argument for experimental mediation analysis, Spencer et al. (2005) distinguish between two kinds of experimental studies of mediators. Experimental-causal-chain experiments are those in which a mediator is directly manipulated. Moderation-of-process experiments are those in which researchers manipulate a variable that in turn affects a mediator. Our arguments in this section (and, in the Supplemental Materials, our proofs) apply to both types of experiments.
causal inferences, they must target the particular factor whose
effect we want to determine. But the problem is especially acute in
mediation analysis, because mediators, are almost exclusively cog-
nitive variables that cannot be directly observed. It is harder to
determine whether an intervention has isolated just one variable
when that variable and closely related variables cannot be directly
observed. Note, too, that this problem cannot be reduced to a
matter of omitted variables: An intervention either isolates the
effect of a single mediator or it does not, and if it does not,
observing new variables will do nothing to solve the problem.

The challenge posed by the presence of multiple mediators is
fundamental for two reasons. First, although it is typically easy to
believe that an independent variable’s effect may be transmitted
through multiple causal pathways, it is difficult to formulate a
comprehensive model that includes all potential pathways. Second,
even if one can describe in detail all of the causal pathways,
measuring the elements of these pathways—that is, all of the
potential mediators—is a daunting task. But this is what is required
to ensure that estimates of mediation are accurate. Perhaps no one
will fully succeed in these two tasks, but researchers should know
that the extent to which they succeed at these tasks heavily affects
the credibility of their analyses. We revisit this issue later.

Even if those who use the experimental approach succeed in
targeting particular mediators, they confront a second dilemma: The
approach produces estimates of indirect effects that apply
not to the entire sample but only to those subjects who are
affected by the experimental intervention (e.g., Angrist, Imbens,
& Rubin, 1996). To see why, consider a clinical trial that we
conduct to learn the effect of a pill. All treatment-group subjects
are asked to take the pill. Some refuse. We have no way of learning
how these “noncompliers” would have been affected by the pill if
they had taken it. We are therefore unable to estimate the average
effect of taking the pill for all subjects in our sample.5

This problem is less obvious but more acute in the case of
mediation analysis. Just as we cannot learn how subjects would be
affected by taking a pill if they do not take it, we cannot learn how—to return to Bolger and Amarel (2007)—subjects would be
affected by a change in efficacy if we cannot change their level of
efficacy. But in the clinical trial, we can at least know which
subjects refuse to take the pill. The situation is more difficult in
mediation analysis because most mediators are cognitive variables
that cannot be directly observed, and noncompliance is therefore
more difficult to observe, too. For example, we cannot know which
subjects’ feelings of efficacy remain unchanged by a confederate’s
statement—although this is, from the standpoint of causal infer-
ence, on par with refusing to take a pill. Thus, in addition to being
unable to estimate an average indirect effect for all of our subjects,
we often cannot even know which subjects our estimates apply to
when we conduct a mediation analysis.

A related, unintuitive consequence of this predicament is that
different experimental manipulations of $M$ may produce different
conclusions about mediation, even if the manipulations have the
same average effect on $M$. This threat to inference arises whenever
the different manipulations affect different groups of subjects
within the sample. For example, if Bolger and Amarel (2007) had
two scripts with which to increase the efficacy of their subjects,
and the first script affected one subgroup of subjects, whereas the
second script affected a different (perhaps overlapping) group of
subjects, the scripts might well produce different conclusions
about the mediating power of efficacy. And this would be so even
if each script had the same average effect on efficacy.

This problem is acute because mediation analysis seeks to gauge
the effect on $Y$ of an $X$-induced change in $M$. We cannot simply
manipulate $X$ to gauge this effect: Recall that analysis based on
$X$-only manipulation is subject to the biases that we detailed in
the previous section. Instead, we must use another experimental inter-
vention—call it $Z$—to induce change in $M$ while holding $X$ con-
stant. The problem is that changes in $X$ may affect $M$ for one group
of subjects, whereas changes in $Z$ may affect $M$ for a different
group. Unless the relation between $M$ and $Y$ is the same for both
groups, using $Z$ to manipulate $M$ will produce a misleading esti-
mate of the way in which $M$ mediates $X$.

Given these formidable difficulties, we are skeptical about the
ability of isolated experiments—even experiments in which $X$ and
$M$ are randomly assigned—to provide clear evidence of mediation.
But if we seem unduly skeptical, note that we are only staking out
a middle ground in arguments about the possibility of meaningful
mediation analysis. The skeptical extreme is staked out by statisti-
cians who increasingly raise a third objection that applies even
when mediators are successfully manipulated and isolated. They
note that Equations 1–3 have coefficients that do not vary from
subject to subject (i.e., the coefficients in these equations are not
indexed by $i$), implying that the effects of $X$ on $M$ and $M$ on $Y$
are equal for all members of the sample. There is typically no reason

5 Of course, we can estimate an average effect of assignment to the
treatment group that applies to all subjects, but this is not the same as
estimating the average effect of the pill. In practice, if we want to learn
about the pill’s effect, we are reduced to estimating the “local average
treatment effect”: the average effect of the pill among subjects who take
the pill if they are assigned to the treatment group but not if they are assigned
to the control group. A proof appears in Part 4 of the Supplemental
Materials (see also Morgan & Winship, 2007).
estimate of the average direct effect (in the absence of sampling variability). But suppose that \(a_i\) and \(b_i\) are both negative for some subjects, both positive for others. In this case, there is a positive indirect effect of \(X\) for every subject in the sample, because \(a_ib_i > 0\) for every subject. But \(a\) may be zero, negative, or positive. And \(b\), too, may be zero, negative, or positive. Consequently, the estimate of the average indirect effect \((\bar{a}\bar{b})\) may be zero or negative, even though the true indirect effect is positive just not on average but for every subject in the sample. Figure 1 illustrates the problem, and the SPSS code in Part 6 of the Supplemental Materials permits readers to explore how different parameter values change the sign and magnitude of the bias.

As Kenny, Korchmaros, and Bolger (2003, p. 118) and Bauer, Preacher, and Gil (2006, pp. 146–147) pointed out, the naive arithmetic of mediation analysis becomes problematic whenever there are different effects for \(X\) on \(M\) and \(M\) on \(Y\). For example, Cohen (2003) wanted to understand how reference-group cues \((X)\) affect attitudes toward social policy \((Y)\). In his experiments, politically conservative subjects received information about a generous welfare policy. Some were told that the policy was endorsed by the Republican Party. Others received no endorsement information. Cohen’s findings are consistent with cues promoting systematic elaboration \((M)\) of the policy information and with systematic elaboration in turn promoting positive attitudes toward the policy (Cohen, 2003, p. 817). On the other hand, Mackie, Worth, and Asuncion (1990; see also Mackie, Gastardo-Conaco, & Skelly, 1992) and others suggested that reference-group cues inhibit systematic processing of information and that systematic processing promotes the influence of policy details, which should lead, in this case, to decreased approval of the generous welfare policy among the conservative subjects. For present purposes, there is no need to favor either of these theories or to attempt a reconciliation. We need only note that they suggest a case in which causal effects may be heterogeneous and in which the arithmetic of mediation accounting breaks down. Let some subjects in an experiment be “Cohens”: For these people, exposure to reference-group cues heightens systematic processing \((a_i\) is positive), and systematic processing makes attitudes toward a generous welfare policy more favorable \((b_i\) is positive). But other subjects are “Mackies”: For them, exposure to reference-group cues limits systematic processing \((a_i\) is negative), and systematic processing makes attitudes toward a generous welfare policy less favorable \((b_i\) is negative). Here again, the indirect effect is positive for every subject, because \(a_ib_i > 0\) for all \(i\). But if the experimental sample includes both Cohens and Mackies, \(a\) and \(b\) may each be positive, negative, or zero. The conventional estimate of the average indirect effect, \(\bar{a}\bar{b}\), may therefore have the wrong sign.

Moreover, effects need not differ so sharply across members of a sample to make mediation analysis problematic. For example, consider a case in which the effects of \(X\) and \(M\) and \(M\) on \(Y\) are positive for all subjects. If these effects are negatively correlated—such that the first effect is large and the second effect small for some subjects, and vice versa for others—\(\bar{a}\bar{b}\) may be large, whereas the true indirect effect for each subject may be small. This is another way in which the usual arithmetic of mediation analysis can go awry.

Discussions of “moderated mediation” (Muller et al., 2005) consider causal heterogeneity but seldom discuss the problem that it poses to the calculation of average mediation effects.6 If \(X\) and \(M\) have been experimentally manipulated, and if their effects can be modeled as functions of observed variables and purely random error, and if one has a sufficient number of subjects (typically numbering well into the hundreds) for each level of sensitivity to changes in \(X\) and \(M\), then methods of estimating moderated mediation can solve the problem posed by causal heterogeneity. But we know of no moderated-mediation studies that meet the first of these conditions, let alone all of them. The same is true of recent attempts to bring multilevel modeling to bear on the study of mediation (Bauer et al., 2006; Kenny et al., 2003; Krull & Mackinnon, 1999). Multilevel modeling treats variation in the effects of \(X\) on \(M\) and \(M\) on \(Y\) as random and strives to account for differences in these effects across subjects by using individual and group-level predictors. However, as Bauer et al. (2006, pp. 144–145, 158–59) and Kenny et al. (2003, p. 126) acknowledged, such models invoke very strong and often untestable modeling assumptions. For example, in addition to assuming that \(e_{i1}\) and \(e_{i3}\) are independent for each subject, multilevel modeling assumes that errors in regression equations are unassociated not just with predictors but with variation in coefficients as well (Bauer et al., 2006, p. 145).

None of these cautions implies that experiments are useless for mediation analysis. Indeed, we are convinced that the likely bias in measurement-of-mediation analyses warrants a further shift toward experiments. At the same time, one must bear in mind the formidable requirements that mediation analysis imposes on experimenters. We must devise manipulations that isolate specific mediators. This requires careful validation over multiple studies. Suppose we succeed: Our estimates of mediation will apply not to

---

\[ a = 2 \quad M \quad b = 2 \]

\[ a = -3 \quad b = -1 \]

**Figure 1.** Even when the mediator is experimentally manipulated, causal heterogeneity makes it difficult to estimate direct effects. For subjects represented by Panel A, \( a = 2 \) and \( b = 2 \). The indirect effect for these subjects is \( ab = 4 \). For subjects represented by Panel B, \( a = -3 \) and \( b = -1 \). The indirect effect for these subjects is \( ab = 3 \). The indirect effect is positive for every subject. But if there are equal numbers of Panel A and Panel B subjects, \( a = -5 \) and \( b = 5 \). The conventional estimate of the average indirect effect is \( \bar{a}\bar{b} = -0.25 \). This estimate has the wrong sign and is much smaller in magnitude than the true indirect effect, in spite of the randomization of both \( X \) and \( M \). Nothing is special about the numbers used in this example; an infinite variety of other numbers would produce similar results.
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\[ a = -2 \quad M \quad b = -1 \]

\[ a = 3 \quad b = 1 \]

---

\[ X \quad d \quad Y \]

\[ X \quad d \quad Y \]
recommendations mediation analysis entails changing the value of $M$ while holding $X$ constant. This is problematic because the theoretically relevant changes in $M$ are induced by changes in $X$. Experimental mediation analysis requires us to find another way of changing the values of $M$, but there is no guarantee that these changes will be the same as those that would be induced by changes in $X$. Changes in $X$ may affect the value of $M$ for one group of subjects, whereas the experimenter’s manipulation of $M$—call it $Z$—may affect the value of $M$ for a different group of subjects. In this case, even experimental mediation analyses may produce misleading inferences about indirect effects. Rarely, if ever, can one directly test the assumption that changes in $X$ and changes in $Z$ affect $M$ for the same group of subjects. But one can address the issue by conducting studies that examine differently induced changes in $M$, and we recommend greater emphasis on this aspect of experimental design. For example, we can ask whether an additional year of schooling has the same average effect on achievement when that year is induced by a law requiring attendance, by giving money to families whose children stay in school, or by a preschool program that enhances school readiness (e.g., Krueger & Whitmore, 2001; Miguel & Kremer, 2004). If an additional year has the same average effect in each setting, it becomes more plausible to think that all ways of changing $M$ affect the same group of subjects. On the other hand, if one finds variation across interventions and contexts, one must be more cautious about drawing inferences about the effects of $M$, as they seem contingent on the way in which changes in $M$ are induced.

4. Those who analyze mediation should recognize that if the effects of $X$ and $M$ vary from subject to subject within a sample, it may be misleading to estimate the average direct or indirect effects for the entire sample. To determine whether heterogeneous effects are a problem, we recommend examining the effects of $X$ and $M$ among different groups of subjects. If these effects differ little from group to group (e.g., from women to men, authoritarians to non-authoritarians), we become more confident that causal heterogeneity is not affecting our analysis. On the other hand, if there are large between-group differences in the effects of $X$ and $M$, estimates of the average indirect effect may be inaccurate even if they are derived from an experiment in which both $X$ and $M$ are manipulated. One might use multilevel modeling to account for between-group differences, but we are reluctant to embrace the strong assumptions that multilevel modeling invokes (e.g., Bauer et al., 2006, pp. 144–145, 158–159; Kenny et al., 2003, p. 126). We recommend instead that researchers try to identify relatively homogeneous subgroups and make inferences about indirect effects for each subgroup rather than a single inference about an average indirect effect for an entire sample. Partitioning one’s sample in this way reduces the power of statistical analyses, thereby making replication of findings and the pursuit of an integrated research program all the more important.

5. In principle, the problem posed by heterogeneity of the effects of $X$ on $M$ and $M$ on $Y$ can be solved by studies in which subjects are exposed over time to different, experimentally determined values of $X$ and $M$. (See, e.g., Ratkowsky, Evans, & Aldredge, 1993.) Such designs can overcome the heterogeneity problem because they permit measurement of an indirect effect for each subject, which is not possible when subjects are exposed to $X$ or $M$ only once. But repeated-measures experimental designs are difficult to execute in many domains of social psychology. Even if they can be executed, their use entails a set of assumptions that may be difficult to meet, including the assumptions that within-person effects do not change over time and that the effect
of each manipulation of $X$ and $M$ has “worn off” before the next manipulation is administered. Nevertheless, designs that expose subjects to repeated interventions are underused in the social sciences, and they have the potential to speak to the question of heterogeneous treatment effects. Our broader recommendation is that researchers be on the lookout for creative experimental designs that can speak persuasively to the question of heterogeneous treatment effects.

Taken together, the challenges of experimental mediation analysis—crafting interventions that isolate particular mediators, determining which subjects in a sample are affected by the interventions, and accounting for the possibility that causal effects covary within a sample—are formidable. That said, they are already met to varying extents by a number of literatures. Research on stereotype threat is an especially promising example. In under two decades, this literature has identified a main effect. It has shown that the effect can be induced by different experimental interventions (e.g., by varying information about the gender neutrality of a test or by changing the gender composition of fellow test takers). The presence of an effect under different interventions suggests that causal heterogeneity may not be a grave problem. Moreover, the literature has also identified many potential mediators, including anxiety (Spencer, Steele, & Quinn, 1999), working memory (Schmader & Johns, 2003), dejection (Keller & Dauenheimer, 2003), and arousal (Ben-Zeev, Fein, & Inzlicht, 2005; Blascovich, Spencer, Quinn, & Steele, 2001; O’Brien & Crandall, 2003). And some of these variables, too, have effects that can be induced via different interventions. For example, we now know that many different interventions can induce arousal.

What remains is to integrate these findings in ways that give us better purchase on potential mediators. Doing so entails more than amassing a heap of studies about stereotype threat. It entails a research agenda that targets the particular challenges of mediation analysis. Specifically, it entails crafting interventions that affect one likely mediator—say, arousal—while leaving the others unaffected. It entails examining the average effects of these interventions on different subgroups to see whether the interventions—and thus mediation analyses themselves—apply to entire samples or just to within-sample subgroups. It also entails further examining affected subgroups to see whether they are affected to the same or to different degrees by the variables of theoretical interest. If the latter, the aim of mediation analysis in stereotype-threat research should be to estimate indirect effects separately for different subgroups rather than to estimate average indirect effects for entire samples. These are demanding tasks, but they are feasible given the rapid growth of research on stereotype threat.

Experimental research programs that are integrated in this way will help us to learn about mediation; less obviously, they also stand to teach us about nonexperimental mediation analysis. They can do so by producing benchmark estimates of mediation effects against which we can gauge the accuracy of nonexperimental estimates. Experimental research has already produced thousands of benchmark estimates of the overall effects of independent variables, and these benchmarks have been used to render judgments about the accuracy (or lack thereof) of nonexperimental methods (e.g., Arceneaux, Gerber, & Green, 2006; Green, Leong, Kern, Gerber, & Larimer, 2009; LaLonde, 1986). There are no analogous benchmarks in mediation research because experimental mediation analysis is rare and because the systematic, cumulative use of experiments to study mediation has not yet been undertaken. The production of such benchmarks awaits the integrated use of multiple experiments to speak to the inherent difficulties of mediation analysis.

Discussion

In the decades since the publication of Baron and Kenny (1986), most mediation analysis has been guided by a multi-equation regression framework. This framework imposes assumptions that are unlikely to be satisfied in most psychological applications. Typically, mediating variables are correlated with unobserved variables that affect outcomes, in which case this approach misstates the mediator’s role in the causal process.

Recognizing this limitation, scholars increasingly recommend experimental manipulation of mediators (e.g., Spencer et al., 2005; Stone-Romero & Rosopa, 2008; see also Aronson et al., 1998, p. 105). The experimental approach to mediation can overcome the unobserved-variables problem, and for that reason, it is in principle an improvement over the measurement-of-mediation approach. But it relies on assumptions that seem to be insufficiently appreciated. First, experimental manipulations that are used in mediation analysis must affect one mediator without affecting others. Second, if an experimental intervention affects only some members of a sample, estimates of indirect effects apply to only those members, rather than to the entire sample. Third, one cannot estimate an average indirect effect for an entire sample if the effects of treatments and mediators vary among members of the sample. When these problems arise, the usual rules for interpreting direct and indirect effects break down.

The general point is not that experiments are uninformative or infeasible. It is that mediation analysis is challenging because of difficulties that are fundamental to the endeavor rather than limitations of a particular procedure. All of the limitations that we have discussed are exacerbated in nonexperimental research. But precisely because experimentation simplifies analysis, it is the proper framework for highlighting complications that are more acute in mediation analysis than in other types of causal analysis.

These complications cannot be overcome by purely statistical innovations, and our recommendations therefore encourage awareness of important assumptions and their implications for research design. Those who conduct nonexperimental mediation analyses should explicitly justify the assumption that the mediator under examination is uncorrelated with other variables that may affect the outcome. Those who conduct experimental analyses should explicitly justify the assumption that their manipulations affect only one mediator. Experimenters should know that different manipulations of $M$ may lead to different conclusions about mediation (even if these manipulations have the same average effect on $M$); they can therefore strengthen their conclusions by manipulating $M$ in multiple ways. Finally, different reactions to independent variables and mediators among subjects within a sample can make it impossible to calculate a meaningful average indirect effect for all members of the sample. If subjects are believed to vary in their reactions to independent variables and mediators, researchers should estimate average indirect effects for homogeneous subgroups rather than a single average for the entire sample. None of
these recommendations is easy to implement, but collectively, they can make mediation analysis more persuasive by leading researchers to speak directly to the assumptions on which mediation analysis depends.

In closing, we note that although none of these arguments is novel among statisticians, social scientists are largely unaware of them. Recent decades have seen dramatic growth of interest in mediation and some advance in the degree of technical sophistication that researchers bring to mediation analysis. Yet the quality of argumentation remains inadequate because researchers have not come to grips with some of the key assumptions on which their analyses depend. Deficient argumentation in turn leads to insufficient attention to issues of design. Assessing mediation is a conceptually deep and empirically vexing task, and those impatient for answers to questions of mediation seem to underestimate the challenges presented by the study of causal pathways.
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